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Introduction: 

 
Digital Annealer (DA) http://www.fujitsu.com/global/digitalannealer/ is a new technology to solve 
large-scale combinatorial optimization problems instantly. It uses a digital circuit design inspired by 
quantum phenomena and can solve problems that are tough for classical computers to deal with. 
Many real-world social issues such as environmental problems, can be regarded as combinatorial 
optimization problems. The objective of this project is to solve a serious societal issue using DA.  

 
Technical Background: 

 
Quantum computing technologies are categorized into two types. One is quantum gate computer, 
and the other is Ising machine [1, 2]. Quantum gate computers are for universal computing, 
whereas Ising machines are specialized in searching for solutions of combinatorial optimization 
problems. 
 
Moreover, there are two types of Ising machines. One is the quantum annealing machine and the 
other is the simulated annealing machine. The quantum annealing machine searches solutions by 
using quantum bits which are made of quantum devices such as a superconducting circuit. The 
simulated annealing machine uses a digital circuit. DA is a type of simulated annealing machines 
with a new digital circuit architecture that is designed to solve combinatorial optimization problems 
efficiently. The number of bits (node) of an annealing machine is closely related to the number of 
combination parameters. Annealing machines with large number of bits (nodes) can solve large-
scale combinatorial optimization problems. 
 
Many of the world’s social issues can be treated as combinatorial optimization problems that cannot 
be easily solved by conventional computers when the problem size increases. The applicable fields 
are chemistry, finance, transportation etc. DA uses the MCMC (Markov chain Monte Carlo) method 
[3] and the SA (Simulated Annealing) method [4, 5] to solve an Ising model [6-9] to which a 
combinatorial optimization problem is converted. This conversion technique is very important to 



solve problems at high speed. 
 
The general procedure to solve problems by DA is shown as follows. 

1) Problem description 
2) Formulation to combinatorial optimization problem 
3) Re-formulation to Ising model 
4) Conversion into QUBO (Quadratic unconstrained binary optimization)  
5) Calculation of optimal solution by DA 

 
Fujitsu has launched a DA cloud service in May 2018. The first generation has 1024 bits, all of 
which are fully connected with 16-bit precision. Although some problems can be handled within this 
bit size, many of the real-world problems need a larger bit scale. We have developed the second 
generation service of DA using DAU (Digital Annealer Unit) which has an 8K bit scale. By making 
both hardware and software enhancements, DA can deal with problems on a scale of 100K bits.  

 
Expectations: 

 
The main aim of this project is to find concrete formulations and efficient algorithms fitted to DA 
and ultimately find optimal solutions for the combinatorial optimization problems. Students will 
obtain an experience of thinking about solving social issues in the real world, and observe that 
many of real-world problems are regarded as combinatorial optimization problems. The project 
focuses on flow optimization problems among a wide variety of combinatorial optimization problems. 
Examples of flow optimization problems are as follows: 
 
1) Route optimization for avoiding traffic congestion: 

Reduce overall travel time by assigning different routes throughout the city or the entire 
factory. 

2) Optimization of work flow line in a factory to improve productivity: 
Up to a 45% reduction in moving distances in a warehouse was achieved by Fujitsu IT 
Products http://www.fujitsu.com/global/digitalannealer/case-studies/201804-fjit/   

 
Students can select one of these examples and try to find new formulations, or find a new societal 
problem. Students are expected to look into the problem scale that can be calculated with DA and 
the combination scales of real problems. It is also expected that the students try to devise a method 
of obtaining an accurate calculation result. Fujitsu will provide user accounts and computational 
environments of the new DA machine to the member of this project during the period of GRIPS-
Sendai 2019. 

 
Software Packages and Special Requirements: 

 
Programming (mandatory: Python, optional: C) 
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