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Background:  
New computing schemes such as quantum computing have emerged in parallel with the 
steady evolution of deployable classic computing toward solving various problems much 
more efficiently. To address the huge problems that arise when one scales to larger 
problems, heuristic algorithms (and hardware for implementing the algorithms) often are 
employed. Herein, we have two issues: 
1) The superiority and inferiority can depend on the problem characteristics or even on 

random numbers frequently used in the examination.  
2) The true distance between the obtained and the exact solutions is generally 

unknown.  
While there have been many proposals for new algorithms based on quantum computing, 
their general performance over a wide range of problems cannot easily be compared 
because of these issues.  



 
Expectation:  
Because of the issues described above, we would like to do the following in this project:  
1) define a metric to describe how good potentially obtainable solutions are in various 

(or general) problems, and  
2) give some mathematical guarantee to the algorithm that are being tested, where we 

call this “achievable precision,” e.g., upper and/or lower bound(s) of residuals from 
the exact solution if it can be quantified by any means. 

In this approach, quantum algorithms, quantum-inspired algorithms, and/or something 
around those will be treated as heuristic algorithms.  

The current state of quantum computing is referred to as the “noisy intermediate-scale 
quantum (NISQ)” era. Algorithms with variational approaches, including a linear 
equations solver, have been proposed for exploiting NISQ machines. In such a variational 
quantum linear solver, the convergence of the solution strongly depends on its initial 
value given. 

Ref. [1] introduced the use of classic preconditioning for helping the convergence 
performance in a variational quantum linear solver. Fig. 1 illustrates the idea. Fig. 1(a) is 
a typical schematic of quantum circuit called “ansatz,” and Figs. 1(b) and 1(c) show the 
influence of the preconditioning. In a variational quantum linear solver, the parameters 
shown in Fig. 1(a) are iteratively updated to solve linear equations 𝐴𝒙 = 𝒃, where the 
presetting initial values is a key to good convergence. Then preconditioning is expected 
to improve the convergence performance in a variational quantum linear solver (Fig. 1(b)) 
as well as ones used in classic computing such as Krylov subspace methods (Fig. 1(c)). 
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Fig. 1: Ideas of a variational quantum linear solver with preconditioning: (a) ansatz 
and (b) preconditioning for variational algorithms with NISQ machines, and (c) Krylov 

subspace methods in classic computing [1, Fig. 1]. 
 
Several problems of linear equations were examined by numerical simulations 

assuming an ideal NISQ machine (i.e., excluding the noise). The results show that the 
preconditioning with irregular LU decomposition can reduce the residuals (as shown in 
Figs. 2 and 3). Note that the number of quantum bits (“qubits”), one of the measures in 
the quantum computing scale, was limited to 7 for problems with 27×27 matrices because 
we emulated quantum computing by a usual classic computer and the emulation 
required large computational resources. While the exact solution is easily obtained by 
classic computing in this small problem, quantum computing is expected to have the 
scalability toward solving huge scale problems because the required number of qubits 
can potentially be reduced to log scale with maintaining another measure of the “depth.” 
The depth should be large in terms of giving a high resolution of solution candidates but 
be small in terms of the noise in quantum computing. 

 



 

Fig. 2: An example of variational quantum linear solver simulation in cases with 
(“ILU”) and without preconditioning (“Direct”); (a) dependence on the iteration, (b) the 
distance between the obtained and the exact solutions shown in (c), respectively. [1, 

Fig. 2]. 
 



 
Fig. 3: An example of variational quantum linear solver simulation; dependence on 

the depth [1, Fig. 3(a)]. 
 
A possible conclusion of this g-RIPS project could be that there is no metric as defined 

in (1) (above) and/or that it is impossible to find a guarantee as defined in (2) (above). 
On the other hand, it would be a significant scientific achievement (potentially including 
a guarantee of quantum supremacy from mathematical viewpoints) to be reported in an 
academic conference or journal when we find something meaningful, even if it is valid 
only under limited conditions. 
 
Requirements:  
- Mandatory: undergraduate-level knowledge in linear algebra. 
- Preferable: programming skills. Python codes for [1], which work in usual classic 

computers, are available. 
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